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ABSTRACT
Knowledge Graphs (KGs) are becoming the core of most artificial intelligent and cognitive applications. Popular KGs such as DBpedia and Wikidata have chosen the RDF data model to represent their data. Despite the advantages, there are challenges in using RDF data, for example, data validation. Ontologies for specifying domain conceptualizations in RDF data are designed for entailments rather than validation. Most ontologies lack the granular information needed for validating constraints. Recent work on RDF Shapes and standardization of languages such as SHACL and ShEX provide better mechanisms for representing integrity constraints for RDF data. However, manually creating constraints for large KGs is still a tedious task. In this paper, we present a data driven approach for inducing integrity constraints for RDF data using data profiling. Those constraints can be combined into RDF Shapes and can be used to validate RDF graphs. Our method is based on machine learning techniques to automatically generate RDF shapes using profiled RDF data as features. In the experiments, the proposed approach achieved 97% precision in deriving RDF Shapes with cardinality constraints for a subset of DBpedia data.

CCS CONCEPTS
- Information systems → Data cleaning;  
- Computing methodologies → Knowledge representation and reasoning;
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1 INTRODUCTION
Knowledge Graphs (KGs) are becoming the core of most artificial intelligent applications driven by domain knowledge. Popular KGs such as DBpedia, YAGO2, and Wikidata have chosen the RDF data model for knowledge representation. RDF is a graph-based data model which is the de facto model in Semantic Web and Linked Data applications. RDF graphs can capture and represent domain information in a semantically rich manner using ontologies. As with any other data model, in order to specify the conditions that must be satisfied by an RDF graph, constraints need to be imposed. In practical settings, constraints are commonly used for three main tasks: (a) specifying the properties that data should hold; (b) handle contradictions within data or with respect to the domain under consideration; or (c) as a help for query optimization.

Ontology languages are designed for inferring new knowledge using known axioms rather than for validating data based on axioms. A reasoner and a validator have different functions, i.e., a reasoner is used for inferring new knowledge while a validator is used for finding violations against a set of constraints. The underpinning principles used in OWL, such as the use of Open World Assumption (OWA) and Non-Unique Name Assumption, can lead to unexpected results in a validator. Thus, it is challenging to perform certain validation tasks using such languages.

Validation against a pre-defined schema is one of the key steps in most conventional data storage and publishing paradigms; for instance, validation against DDL constraints in SQL databases or XML Schema or RelaxNG in XML documents [27]. For RDF data, typically OWL or RDF Schema based ontologies are used for doing this kind of validations. However, the use of ontologies for validating RDF data leads to several problems: (a) the mismatch between intended purposes, inference (for which the ontologies are designed for) and validation, and (b) lack of information useful for validation in most of the ontologies.

In general, data quality remains a critical aspect to obtain trust by users. Data quality relates to the perception of the “fitness for use” in a given context [32]. Constraints are limitations incorporated on the data that are supposed to be satisfied all the time by instances of the database [2]. They are useful for users to understand data as they represent characteristics that data naturally exhibits [22]. Data profiling is defined as “the activity of creating small but informative summaries of a database” [17]. In this study, we present a data-driven approach by applying machine learning techniques on profiled RDF data to automatically generate integrity constraints. Then, a set of constraints related to a specific class are combined to generate an RDF Shape as a collection of constraints. These RDF shapes can be used to validate RDF graphs.

One of the main use cases for generating RDF Shapes from data is quality assessment. In this work, we use DBpedia [21] (version 2016-04) as our target KB and we experiment on assessing the quality of all dbo:Person instances in the DBpedia KB. The main requirement for such quality assessment would be to identify the validation rules that each person instance should conform to. For example, a person should have exactly one value for the “dbo:birthDate” property or the values of the “dbo:height” property should always be a positive number. The instances of the Person class have more than 13,000 associated properties (including dbo, DBpedia ontology properties and dbp, auto-generated properties from Wikipedia infobox...
keys). Thus, it is a tedious, time-consuming, and error-prone task to generate such validation rules manually. Some of the validation rules can be encoded into the ontology, but it still requires a lot of manual effort. This work proposes an approach for inducing such validation rules in the form of RDF shapes by profiling the data and using inductive approaches to extract those rules. Other use cases for inducting shapes include describing the data (which is helpful in generating queries or creating dynamic user interfaces).

The main contribution of this paper is a novel approach for generating RDF Shapes based on inducing constraints using machine learning algorithms and using data profiling information as features. The proposed approach is defined in a generic way that applies to any type of constraint and is validated using two common constraint types: (a) cardinality constraints, and (b) range constraints.

The remainder of this paper is structured as follows: in Section 2 we define the problem setting; in Section 3 we provide references and a background on related research activities; in Section 4 we describe our approach and in Section 5 we report the experimental results 5 achieved by our approach in a controlled setup (Section 6). We conclude in Section 7 providing insights on future research endeavours.

2 PROBLEM DEFINITION

A knowledge graph is defined to be consistent if it does not contain conflicting or contradictory data [16]. When a schema is available with the integrity constraints that the data should comply, the data usually goes through a validation process that verifies the compliance against those constraints. These integrity constraints encapsulate the consistency requirements for the data in order to be fit to a given set of use cases. For instance, in relational databases, integrity constraints are expressed in a data definition language (DDL), and the database management systems (DBMS) ensure that any data inserted into the database will not lead to any inconsistency in the entire database. However, validation of RDF data is not done in this manner due to several reasons such as the lack of a language for expressing constraints (RDFS and OWL are designed for entailment and not for validation as discussed in the introduction), or having generic models suitable for wider use and not for specific use cases.

When an ontology is available with TBox axioms that define the conceptualization of the domain, a reasoner can be used to verify whether the dataset is consistent with the domain by verifying the axioms defined in the ontology. However, most of the ontologies do not have rich axioms that could help to detect inconsistencies in data. Most of the large knowledge bases, such as DBpedia, lack a definition of integrity constraints and it is a tedious task to manually create these constraint definitions from scratch. Further, most of the schema information about RDF data is only available in the form of OWL ontologies that are most suited for entailment rather than validation. However, most of the practical use cases that utilize RDF data need validating according to integrity constraints.

In recent years, the W3C community has put an effort to standardize a language for describing structural integrity constraints and validation rules for RDF instance data through the RDF Data Shapes Working Group1 and later on through the Shape Expression Community Group2. The outcomes of such efforts, languages such as W3C Shapes Constraint Language (SHACL) [19] and Shape Expressions Language [26], allow integrity constraints to be defined for RDF data and to validate data. However, for large RDF knowledge bases such as DBpedia, which contains more than 750 classes and 60,000 properties (dbo and dbp), it is still a challenge to generate integrity constraints manually. In this context, the main research problem addressed in the paper is: How to automatically generate integrity constraints for RDF data?

In this study, we propose a data-driven approach to automatically generate RDF shapes for a given dataset by applying machine learning techniques to RDF data profiling information extracted from the dataset.

2.1 Objective

Using the information extracted from statistical data profilers, our objective is to generate representative RDF Shapes for the data in a given dataset. We generate shapes at the class-level. An example excerpt of RDF Shape in SHACL for the dbo:Person class is illustrated in Listing 1.

Listing 1: A snippet from an example Person shape

```
@prefix dbo: <http://dbpedia.org/ontology/> .
@prefix sh: <http://www.w3.org/ns/shacl#> .
ex:DBpediaPerson a sh:NodeShape;
    sh:targetClass dbo:Person;
    sh:property [sh:path foaf:name; sh:minCount 1; sh:nodeKind sh:Literal ];
    sh:property [sh:path dbo:birthDate; sh:datatype xsd:date; sh:minCount 1; sh:maxCount 1; sh:nodeKind sh:Literal ];
    sh:property [sh:path dbo:birthPlace; sh:datatype dbo:Place; sh:nodeKind sh:BlankNodeOrIRI; sh:minCount 1; sh:maxCount 1].
```

To this end, a large number of special purpose systems and techniques have been developed for solving such constraint-based mining and learning problems [10]. Constraints can be used both in a descriptive setting, such as discovering association rules [3], or in a predictive setting, such as rule learning [13]. The key contribution of this paper is that we study how profiled data can be applied to RDF shape induction, which, to the best of our knowledge, has not been addressed for RDF data validation problems.

Our main hypothesis is that machine learning techniques can be used to generate correct RDF Shapes by using data profiling information as features. In Section 4 we define an approach for generating RDF Shapes and validate our hypothesis by evaluating...
the generated RDF Shapes to ensure that the constraints that are defined are accurate (using manually labelled test data).

3 RELATED WORK

Ontology Learning (OL) is commonly defined as a field that comprises techniques for automated acquisition of ontological knowledge from data. Thus, the paradigm has shifted such that many approaches do not aim to generate a full-fledged, gold-standard ontology from data anymore, but they rather focus on acquiring axioms of certain shapes such as concept definitions, atomic subsumptions, disjointness axioms. There are several works done on induction of Description Logic axioms using methods, such as:

- **Association rule mining (ARM).** Abedjan et al. [1] present rule-based approaches for predicate suggestion, data enrichment, ontology improvement, and query relaxation. They identified inconsistencies in the data through predicate suggestion, enrichment with missing facts, and alignment of the corresponding ontology. Also they allow users to handle inconsistencies during query formulation through predicate expansion techniques.

- **Probabilistic graphical models (PGMs).** An approach of probabilistic graphical models (PGMs) allows to generate interpretable models that are constructed and then manipulated by reasoning algorithms [20]. These models can also be learned automatically from data, allowing the approach to be used in cases where the manual building of a model is difficult or even impossible.

- **Statistical Relational Learning (SRL).** It is a branch of machine learning that tries to model a joint distribution over relational data [14]. SRL is a combination of statistical learning which addresses uncertainty in data and relational learning which deals with complex relational structures [18].

- **Inductive logic programming (ILP).** Buhmann et al. [8] present an approach of inductive lexical learning of class expressions by combining an existing logical learning approach with statistical relevance measures applied on textual resources.

- **Pattern extraction.** It is an area of work where RDF data is analyzed to extract common patterns, for example, in the form of Frequent Graph Patterns [4] or Statistical Knowledge Patterns [7]. These approaches analyze the underlying RDF data and extract the characteristics related to the ontological axioms based on most frequent patterns. This approach is closely related to the work presented in this paper.

Our final goal is different from these research approaches. Instead of inducting the ontological axioms, our goal is to induct validation rules. In recent years various RDF validation languages have been introduced based on expressing constraints.

- **The Web Ontology Language (OWL) [23]** is an expressive ontology language based on Description Logics (DL). The semantics of OWL addresses distributed knowledge representation scenarios where complete knowledge about the domain cannot be assumed. To address the above mismatch some approaches use OWL expressions with Closed World Assumption and a weak Unique Name Assumption so that OWL expressions can be used for validation purposes such as Stardog ICV 3 and the approach of Tao et al. [31].

- **The W3C Shapes Constraint Language (SHACL) [19]** is used for validating RDF graphs against a set of conditions. These conditions are provided as shapes and other constructs expressed in the form of an RDF graph. In particular it helps to identify constraints by using SPARQL. Also, it provides a high level vocabulary to identify predicates and their associated cardinalities, and datatypes.

- **The Shape Expressions (ShEx) [26]** language describes RDF nodes and graph structures. A node constraint describes an RDF node (IRI, blank node or literal) and a shape describes the triples involving nodes in an RDF graph. These descriptions identify predicates and their associated cardinalities and datatypes.

- **SPARQL Inferring Notation (SPIN)** constraints associate RDF types or nodes with validation rules. In particular, SPIN allows users to use SPARQL to specify rules and logical constraints.

These shape expression languages, namely, ShEx, SHACL, and SPIN, aim to validate RDF data and to communicate data semantics among users. They cover constraints such as keys and cardinality; however, their expressivity is limited and they require user intervention. In our approach we aim to automate the process of shape generation using machine learning. More specifically, various constraints can be envisioned in RDF based on their success in the relational model, such as cardinality and range constraints. Neuman and Moerkotte have proposed “characteristic sets” for performing cardinality estimations for RDF queries with multiple joins [25]. These works differ from the work presented in this paper on two axes. First, they are focused on determining the cardinalities of each value rather than the cardinality of the entity-value relation. Second, they are focused on query optimization than integrity constraint validation. However, we use the base of these works such as analysis of mean, variance, and other statistical features to derive an approach for cardinality estimation for integrity constraint validation.

4 APPROACH

As discussed above, RDF Shapes could help validating existing KGs; nevertheless, it is a tedious task to do manually. Thus, to address the challenge of automatically generating RDF Shapes, we propose a workflow for RDF Shape induction based on data profiling. We define a generic workflow so that it can be applied to any type of constraint. We provide examples for two types of constraints, namely, cardinality and range constraints. Similarly, it can be extended to other types of constraints such as value range constraints (min and max values), string constraints (minLength, maxLength, pattern, languagesIn, uniqueLanguage), or property pair constraints (lessThan, lessThanOrEquals, disjoint, equal) [19].

The goal of the workflow is to extract the constraints by analyzing data patterns and statistics and to combine the extracted constraints to generate RDF Shapes that can be used for validation.

---

3https://www.stardog.com/docs/
4http://spinrdf.org/
The main steps of the proposed workflow are illustrated in Figure 1. The input to the workflow is statistical profiling information coming from Loupe [24], a tool for profiling RDF data.

![Workflow for RDF constraints generation](image)

The first step of the workflow is the formulation of the specific constraint extraction goal as a typical machine learning task. **Cardinally constraints**: For the cardinality constraints, our goal is to generate two cardinality constraints when it is relevant, i.e., minimal cardinality and maximum cardinality. As the first step of understanding the task better, we gathered the expected cardinalities (i.e., a gold standard) for a subset of 215 properties from the 3cixty knowledge base [33] and 166 properties of the Spanish National Library (BNE) dataset. When analyzing the dataset, we found only few common patterns repeated in both datasets. Table 1 shows the common cardinality patterns we found in the gold standard.

<table>
<thead>
<tr>
<th>Key</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN0</td>
<td>Minimum Cardinality = 0</td>
</tr>
<tr>
<td>MIN1</td>
<td>Minimum Cardinality = 1</td>
</tr>
<tr>
<td>MIN1+</td>
<td>Minimum Cardinality &gt;1</td>
</tr>
<tr>
<td>MAX1</td>
<td>Maximum Cardinality = 1</td>
</tr>
<tr>
<td>MAX1+</td>
<td>Maximum Cardinality &gt;1</td>
</tr>
</tbody>
</table>

We could observe the same trend in the vocabularies where the cardinality constraints are explicitly expressed. When we analyzed the 551 vocabularies in the Linked Open Vocabularies (LOV) catalogue for the values of cardinality restrictions, 96.91% (848 out of 875) of owl:maxCardinality constraints have value 1 and 93.76% (631 out of 673) of the owl:minCardinality values either 0 or 1.

Thus, in our work rather than trying to estimate the exact numbers for the minimum cardinality and maximum cardinality values, we find which cardinality category each property has with respect to a given class. By doing so, we reduce the problem from a regression problem to a classification problem.

**Range constraints**: For range constraints, our goals are twofold. First, we want to generate an object node kind constraint for each property associated with a given class. We use a subset of node kinds already identified in SHACL, i.e., IRI, Literal, BlankNode, and BlankNodeOrIRI. Once the node kind is determined, then more specific range constraints have to be decided. If the node kind is Literal, the corresponding datatype has to be determined. If the node kind is either IRI, BlankNode, or BlankNodeOrIRI, the class type of the object has to be determined.

We formulate this task also as a classification problem. We classify each property associated with instances of a given class to one of the aforementioned node types. The second task of assigning the corresponding datatype or class as the range of each property is done based on heuristics of datatypes or class type distributions among the set of objects associated with the property.

### 4.2 Feature engineering

**Cardinally constraints**: Loupe provides cardinality information for each property associated with instances of a given class. For example, by analyzing 1,767,272 dbo:Person instances in DBpedia, Loupe extracts the cardinality distribution for dbo:Person-dbo:deathDate combination as illustrated in Table 2.

<table>
<thead>
<tr>
<th>Cardinality</th>
<th>Instances</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1,355,038</td>
<td>76.67%</td>
</tr>
<tr>
<td>1</td>
<td>404,069</td>
<td>22.87%</td>
</tr>
<tr>
<td>2</td>
<td>8,165</td>
<td>0.46%</td>
</tr>
</tbody>
</table>

During the feature engineering step, this raw profiling data is used to derive a set of features that can be used for predicting the cardinality. Concretely, we have derived 30 features from this data including min-max cardinalities, mean, mode, standard deviation, variance, and other distribution-related metrics. The complete list can be found here[^5].

**Range constraints**: Loupe provides statistics about the number of IRIs, literals, and blank nodes for each property associated with instances of a given class, as shown in Table 3. The blank node counts are also generated by Loupe but are not shown in the table because there were no blank nodes in this example.

<table>
<thead>
<tr>
<th>Class-property</th>
<th>IRI</th>
<th>Distinct</th>
<th>Literals</th>
<th>Distinct</th>
</tr>
</thead>
<tbody>
<tr>
<td>dbo:Person-dbo:birthPlace</td>
<td>89,555</td>
<td>21,845</td>
<td>44,639</td>
<td>20,405</td>
</tr>
<tr>
<td>dbo:Person-dbo:name</td>
<td>21,496</td>
<td>15,746</td>
<td>115,848</td>
<td>100,931</td>
</tr>
<tr>
<td>dbo:Person-dbo:deathDate</td>
<td>127</td>
<td>111</td>
<td>65,272</td>
<td>32,449</td>
</tr>
<tr>
<td>dbo:Person-dbo:religion</td>
<td>8,374</td>
<td>786</td>
<td>6,977</td>
<td>407</td>
</tr>
</tbody>
</table>

[^5]: [https://doi.org/10.6084/m9.figshare.5270710](https://doi.org/10.6084/m9.figshare.5270710)
Further, Loupe also extracts object type information by analyzing all the IRI and blank node objects. Table 4 shows an example of object type information by analyzing all the objects of the dbo:Person-dbp:deathPlace class-property combination. It contains the number of objects, the number of distinct objects of each class type and their respective percentages. As it can be seen, the objects of dbo:Person-dbp:deathPlace are typed with many different classes. In fact, most objects are typed with multiple classes (e.g., with equivalent classes, super classes). Also there are some objects that should not be associated (i.e., inconsistent) with the dbp:deathPlace property, for example, a Broadcaster should not be a death place of a person. Further, there are some objects for which the type information is not available.

Table 4: Classes of dbo:Person-dbp:deathPlace objects

<table>
<thead>
<tr>
<th>Object Class</th>
<th>Objects (89,355)</th>
<th>Distinct Objects (21,845)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>%</td>
</tr>
<tr>
<td>schema:Place</td>
<td>71,748</td>
<td>80.29</td>
</tr>
<tr>
<td>dbo:Place</td>
<td>71,748</td>
<td>80.29</td>
</tr>
<tr>
<td>dbo:PopulatedPlace</td>
<td>71,542</td>
<td>80.07</td>
</tr>
<tr>
<td>dbo:Settlement</td>
<td>41,216</td>
<td>46.13</td>
</tr>
<tr>
<td>other rows are omitted for brevity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>schema:Product</td>
<td>2</td>
<td>0.00</td>
</tr>
<tr>
<td>dbo:Broadcaster</td>
<td>2</td>
<td>0.00</td>
</tr>
<tr>
<td>Unknown</td>
<td>9,790</td>
<td>10.95</td>
</tr>
</tbody>
</table>

Similarly, for literal objects Loupe extracts the information about their data types. Table 5 shows an example of extracted information for the class-property combination dbp:Person-dbp:deathPlace. For each datatype, it shows the number of objects, number of distinct objects, and their corresponding percentages. This information provides heuristics about which should be the corresponding datatype.

Table 5: Datatypes of dbp:Person-dbp:deathDate literals

<table>
<thead>
<tr>
<th>Datatype</th>
<th>Objects (65,272)</th>
<th>Distinct Objects (32,449)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>%</td>
</tr>
<tr>
<td>xsd:date</td>
<td>39,761</td>
<td>60.92</td>
</tr>
<tr>
<td>xsd:integer</td>
<td>13,543</td>
<td>20.75</td>
</tr>
<tr>
<td>rdf:langString</td>
<td>6,388</td>
<td>9.79</td>
</tr>
<tr>
<td>xsd:gMonthDay</td>
<td>5,446</td>
<td>8.34</td>
</tr>
<tr>
<td>dt:second</td>
<td>113</td>
<td>0.17</td>
</tr>
<tr>
<td>xsd:double</td>
<td>20</td>
<td>0.03</td>
</tr>
<tr>
<td>dt:hour</td>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>Total</td>
<td>65,272</td>
<td>100</td>
</tr>
</tbody>
</table>

We use all the aforementioned information as features for the two tasks of detecting the object node kind and also detecting the class type for IRI objects and the datatype for literal objects.

4.3 Algorithm selection

In the algorithm selection step, the goal is to select the most appropriate algorithm for each of the tasks identified in the first step. As we have formulated both the cardinality prediction as well as the range prediction tasks as classification problems, we will describe the algorithm selection step in a generic way.

For selecting the algorithm, We look at the accuracy of that model as the number of correct predictions from all the predictions made. In classical machine learning approaches, it is known as classification accuracy. However, running an algorithm over a training dataset with different hyper-parameter settings will result in different models [6]. In particular, we are interested in selecting the best performing model. We used classifier accuracy to evaluate the predictive performance of various models. In detail, the steps for evaluating the predictive performance of a model are listed below:

1. We want to increase the classifier accuracy by tweaking the learning algorithm and selecting the best performing model from a given hypothesis space. In our profile dataset we observed that rare events occur in the case of selected constraints as response variables where variations between two variables are less than 15%. We applied SMOTE (Synthetic Minority Over-sampling Technique) [9] for over-sampling the rare events. The SMOTE function over-samples response variables by using bootstrapping and k-nearest neighbor to synthetically create additional observations of that response variable.

2. To reduce the variance of an accuracy score we need to ensure that each instance is used an equal number of times for training. We applied k-fold cross validation, where k is the number of splits to make in the dataset. In this approach we choose a value of $k=10$. This results in splitting the dataset into 10 parts (10 folds) and running the algorithm 10 times.

3. It is important to establish the baseline performance on a predictive modeling problem. In this experimental analysis we applied the ZeroR classification method. ZeroR is a trivial classifier, but it gives a lower bound on the performance of a given dataset which should be significantly improved by more complex classifiers. As such, it is a reasonable test on how well the class can be predicted without considering the other attributes [34].

4. Finally, to identify the machine learning algorithm that is best-suited for the problem at hand, we performed a comparison between the selected algorithms. We chose 9 algorithms form 6 categories of machine learning approaches. Based on the highest value of classifier accuracy, we selected the best performing model from the hypothesis space.

4.4 Constraints Generation

Once the constraint prediction models are built, constraints can be generated.

Cardinally constraints: In the classification task for cardinality constraints, we identify five main types of cardinality classes: MIN0, MIN1, MIN1+, MAX1, and MAX1+. Out of these, MIN0 and MAX1+ do not put any constraints on the data, such that, any data will be valid for those cardinality types. Thus, if we detect those types we do not generate constraints. For other types, the corresponding SHACL property constraints are generated as illustrated by Listing 2.

Listing 2: Cardinality constraints
We performed an experimental analysis on the basis of the cardinality constraints of our approach on two KBs, namely DBpedia and 3cixty. It is interesting to see cardinality constraints in case of a given class, and property i.e. how many objects are linked to a subject. If we consider both the subject and the object based on a relation represented by a property, we can consider different cardinality patterns used by the Entity-Relationship (ER) models such as one to one (1-1), one to many (1-N), many to one (N-1), and many to many (N-N). Thus, we have formulated the cardinality prediction task as a classification problem. The goal of this experimental analysis is to evaluate our approach in the context of how many correct predictions were made. In particular, we evaluate the cardinality classifier performance compared to the baseline accuracy.

More specifically, one of the central problems of applying machine learning in KB graphs is to transform and identify features while retaining the subtleties of the information it contains. Our goal is to validate the prediction of two cardinality constraints, i.e., minimal and maximum cardinality from profiled data based on a gold standard. In this experiment, we created a gold standard with four human annotators labeling the data. The annotators mutually revised the annotations and a third annotator was called when there was no agreement.

For DBpedia, we created a gold standard of expected cardinalities for a subset of 174 properties. Similarly, for 3cixty we created one for a subset of 215 properties. In particular, the collected dataset presents cardinality information for each property associated with instances of a given class for 174 properties of DBpedia and 215 properties of 3cixty. The datasets can be accessed online. We applied 10-fold cross validation for algorithm section tasks by splitting the dataset into 10 parts. For each algorithm training, it will be run on 90% of the data and testing on the 10%. In particular, it will use each data instance as a training instance exactly 9 times and each test instance 1 time. Our approach has been implemented with a prototype written in R.

### 4.5 Shape Generation

The goal of the final step is to combine all the constraints related to a given class and to generate an RDF Shape for the class. In the previous step, the constraints were generated for each class-property combination; for example, the cardinality constraints for foaf:name when associated with the dbo:Person class. Similarly, constraints are generated to all properties associated with instances of the dbo:Person class. All those constraints of a given class are combined together to generate the shape of the class.

### 5 EXPERIMENTAL SETUP

We performed an experimental analysis on the basis of the cardinality constraints of our approach on two KBs, namely DBpedia and 3cixty. It is interesting to see cardinality constraints in case of a given class, and property i.e. how many objects are linked to a subject. If we consider both the subject and the object based on a relation represented by a property, we can consider different cardinality patterns used by the Entity-Relationship (ER) models such as one to one (1-1), one to many (1-N), many to one (N-1), and many to many (N-N). Thus, we have formulated the cardinality prediction task as a classification problem. The goal of this experimental analysis is to evaluate our approach in the context of how many correct predictions were made. In particular, we evaluate the cardinality classifier performance compared to the baseline accuracy.

More specifically, one of the central problems of applying machine learning in KB graphs is to transform and identify features while retaining the subtleties of the information it contains. Our goal is to validate the prediction of two cardinality constraints, i.e., minimal and maximum cardinality from profiled data based on a gold standard. In this experiment, we created a gold standard with four human annotators labeling the data. The annotators mutually revised the annotations and a third annotator was called when there was no agreement.

For DBpedia, we created a gold standard of expected cardinalities for a subset of 174 properties. Similarly, for 3cixty we created one for a subset of 215 properties. In particular, the collected dataset presents cardinality information for each property associated with instances of a given class for 174 properties of DBpedia and 215 properties of 3cixty. The datasets can be accessed online. We applied 10-fold cross validation for algorithm section tasks by splitting the dataset into 10 parts. For each algorithm training, it will be run on 90% of the data and testing on the 10%. In particular, it will use each data instance as a training instance exactly 9 times and each test instance 1 time. Our approach has been implemented with a prototype written in R.

### 6 RESULT AND ANALYSIS

We perform model evaluation based on classifier performance in order to identify the best fitting model. To evaluate classifier performance, we used both the DBpedia and 3cixty datasets comparing with a baseline accuracy. In general, the accuracy score measures how many correct predictions are made compared to the gold standard. In our approach, we used the ZeroR as baseline classification method for minimum and maximum cardinality. It is a simple classification method which relies on the target and ignores all predictors. ZeroR is based on predicting the most-frequent class in a target variable. For example, DBpedia minimum cardinality training set has two classes M0 and M1. As the frequency of M0 is 215, and that of M1 is 65, the ZeroR classifier will be based on M0. In the Table 6 we present the baseline accuracy for minimum and maximum cardinality for both datasets using ZeroR. Although there is no predictability power in ZeroR, it is useful for determining a baseline performance as a benchmark for other classification methods.

<table>
<thead>
<tr>
<th>Knowledge base</th>
<th>Min. cardinality</th>
<th>Max. cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>3cixty</td>
<td>53.5%</td>
<td>80.5%</td>
</tr>
<tr>
<td>DBpedia</td>
<td>76.4%</td>
<td>52.9%</td>
</tr>
</tbody>
</table>

6https://github.com/rifat963/RDFShapeInduction/tree/master/dataset
7https://github.com/rifat963/RDFShapeInduction
We increased the predictive performance by applying SMOTE on the training dataset. The SMOTE [9] approach performs a combination of over-sampling the minority (abnormal) class and under-sampling the majority (normal) class. In our experiment, we applied an over-sampling value of 100 to double the quantity of positive cases, and an undersampling value of 200 to keep half of what was created as negative cases. It balances the classifier and achieves better performance than only under-sampling the majority class. The results of applying SMOTE on the training set are present in Table 7.

Table 7: DBpedia and 3cixty distribution of cardinality constraints

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Minimum Cardinality</th>
<th>Maximum Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MIN0</td>
<td>MIN1</td>
</tr>
<tr>
<td>3cixty KB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without SMOTE</td>
<td>47.2%</td>
<td>52.8%</td>
</tr>
<tr>
<td>With SMOTE(100,200)</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>DBpedia KB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without SMOTE</td>
<td>76.5%</td>
<td>23.5%</td>
</tr>
<tr>
<td>With SMOTE(100,200)</td>
<td>50%</td>
<td>50%</td>
</tr>
</tbody>
</table>

In order to evaluate cardinality classifier accuracy, we choose the most common machine learning algorithms considering a wide range of categories. Classifier accuracy gives an insight to performance based on the ratio of the number of correct predictions out of all predictions made and presented as a percentage where 100% is the best an algorithm can achieve. We estimated classifier accuracy on nine algorithms covering seven categories of machine learning approaches. We applied 10-fold cross-validation together with parameter optimization to reduce the problem of choosing a set of optimal hyperparameters for a learning algorithm. In Table 8 we present the percentage of cardinality classifier accuracy for DBpedia KB and 3cixty KB. From Table 8, most of the machine learning algorithm has a high percentage of accuracy compared to baseline algorithm. In case of DBpedia KB, both minimum and maximum cardinality classifier have high percentage of accuracy such as Random Forest model has 97.6% for minimum cardinality and 97.03% for maximum cardinality. However, 3cixty KB minimum and maximum cardinality have significant variation in classifier performance. Such as, Naive Bayesian (58.3%) and Decision Tree algorithms C4.5 (55.56%) has near to baseline accuracy of 53.5% for minimum cardinality. However, Random Forest model has a high percentage of accuracy of 74.8%.

We further look into Kappa metric [5] which presents the same information but taking the class balance into account. Details results of Kappa value can be found online8. Kappa value also gave similar results for both use cases. For example, in Figure 2 we present 3cixty KB minimum cardinality Kappa value comparison with other models. From the Kappa value, random forest model has higher value of 0.65 compared to other model. Based on the classifier performance ensemble model, Random Forest has the highest percentage of accuracy for both the DBpedia and 3cixty datasets.

Finally, we generated the cardinality constraints using the Random Forest model for DBpedia. The 174 property cardinality constraints generated using the Random Forest model can be found online for minimum cardinality9 and for maximum cardinality10.

7 CONCLUSIONS AND FUTURE WORK

In this paper, we presented a KG data profiling-based RDF shape induction approach by using predictive modeling. The main motivation of the work presented in this paper is rooted in the concepts of RDF data validation and KB quality assessment. We tested our approach on two KBs, DBpedia, and 3cixty for generating cardinality constraints. Additionally, we explored the generation process of range constraints. We observed that our approach is extremely effective and was able to achieve 97.61% accuracy for DBpedia datasets for cardinality constraints by using a Random Forest model. Nevertheless, the proposed approach is defined in a generic and extensible manner which can be extended to other types of constraints such as string-based constraints.

So for further future work, we plan to use this approach for extracting other constraints which can be expressed through the W3C SHACL language. In particular, we will extend our implementation to other constraints such as string-based constraints, property pair constraints, and value range constraints. Furthermore, we would like to facilitate more efficient feature vectors for feature engineering by proposing improved classification strategies. We perceive that the scalability of our approach can be increased by using incremental methods, as for example, monitoring the changes in the underlying KB. We assume that if the changes remain uniform.

---

8https://rifat963.github.io/kappa/kapp.html
9https://github.com/rifat963/RDFShapeInduction/blob/master/dataset/dbp-min-training.csv
10https://github.com/rifat963/RDFShapeInduction/blob/master/dataset/dbp-max-training.csv
Table 8: Cardinality Classifier Performance for DBpedia KB and 3cixty KB

<table>
<thead>
<tr>
<th>Machine Learning Algorithm</th>
<th>DBpedia KB Classifier Accuracy</th>
<th>3cixty KB Classifier Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum Cardinality</td>
<td>Maximum Cardinality</td>
</tr>
<tr>
<td>Baseline</td>
<td>ZeroR[34]</td>
<td>76.4%</td>
</tr>
<tr>
<td>Regression</td>
<td>Logistic Regression [11]</td>
<td>92.2%</td>
</tr>
<tr>
<td>Bayesian</td>
<td>Naïve Bayes [5]</td>
<td>87.83%</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>Least Squares</td>
<td>94.84%</td>
</tr>
<tr>
<td>Instance Based</td>
<td>k-Nearest Neighbour[5]</td>
<td>92.64%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>Classification and Regression Tree (CART)[29]</td>
<td>96.63%</td>
</tr>
<tr>
<td></td>
<td>C4.5[28]</td>
<td>95.64%</td>
</tr>
<tr>
<td>Ensemble</td>
<td>Random Forest[15]</td>
<td>97.61%</td>
</tr>
<tr>
<td></td>
<td>Gradient Boosting Machines[12]</td>
<td>96.17%</td>
</tr>
<tr>
<td>Neural Network</td>
<td>Perceptron [5]</td>
<td>95.1%</td>
</tr>
</tbody>
</table>

...in the underlying KB, then the constraint shapes generated can predict consistency issues by using our approach. This will help to detect quality issues which are automatically present in dynamic knowledge bases.
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